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FDDI NETWORK MANAGEMENT
SYSTEM - FAULT, SECURITY,AND
EVENT MANAGEMENT

ABSTRACT

The Fiber Distributed Data Interface (FDDI) is a fiber-optic based token-
ring architecture with a throughput of 100 Mbits/s. Network Management System
(NMS) is the system which manages and controls the communication resources,
and the FDDI NMS is based on FDDI ring. Along with the growth of FDDI de-
vices has come the recognition of FDDI NMS as an important aspect of computer
networking. '

In this paper, we developed and described an FDDI NMS for assisting the
network operator and analyst in understanding and controlling FDDI ring and
its subnets. The FDDI NMS provides an integrated set of tools for real-time
monitoring, control, and analysis of FDDI consisting of ethernets. It also pro-
vides mechanism for network security management which protects the NMS from
unathorized use.

Key Words: FDDI, NMS, Fault Management, Security Management , Event
Management.
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I. INTRODUCTION

Within a given organization, the trend is toward larger, more complex net-
works supporting more applications and more users. As these networks grow in
scale, two facts become evident: (1) The network and its associated resources
and distributed applications become indispensable to the organization. (2) More
things can go wrong, disabling the network or a portion of the network or de-
grading performance to an unacceptable level. A large network can not be put
together and managed by human effort alone. The complexity of such a system
dictates the use of automated network management tools (Stallings, 1990). The
comminication medium is toward high speed transmission, such as FDDI. The
FDDI provides a high bandwidth (100 Mbits/s) general puspose interconnection
using fiber optics as the transmission medium. The FDDI design allows a max-
imum configuration of 1000 stations connected with 200 km of optical fiber. Its
design specification calls for no more than 1 error in 2.5 * 101° bits (Keiser,1989;
Tanenbaum,1988). Along with the growth of FDDI devices has come the require-
ments for controlling and monitoring the complex and high speed FDDI networks.
To control the resources and network status, a network management system is nec-
essary. An FDDI Network Management System is expected to manage FDDI ring
nodes and its subnets.

The OSI (Open Systems Interconnection) Management standards define Fault
Management, Configuration and Name Management, Performance Management,
Accounting Management, and Security Management. The aim of OSI Manage-
ment standards is to allow interoperability and integration between the large
number of products and services in today’s information networks. It only de-
fines framework and no protocol format details. So there are not any FDDI NMS
standards between current FDDI NMS products. For understanding the details
of FDDI NMS, such as protocols design, we choose to implement FDDI NMS.
And then we can know the necessary protocols, improve them before the detailed
FDDI NMS standards defined. Establishing Network Management standards is
extremely challenging for four reasons (Caruso,1990): (1) The multitude of to-
day’s Network Management products were originally developed for the particular
requirements of each vendor without anticipating the need to support open in-
teroperability. (2) It requires careful and detailed work in defining the necessary
open architecture, protocols, distributed management mechanisms, and structur-
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ing of information exchanged in messages about managed components. (3) The
work must be done so that minimum constraints are placed upon the way vendors
and network service provider will implement standards. (4) Standards must be
designed in a flexible manner that anticipates their evolution needs.

Network Management (Sethi, 1989) is still a hard problem (Cassel, Partridge
and Westcott, 1989). Although management has been a subject of research since
the earliest days of networking, it is still possible to build networks that can trans-
fer data, but cannot be managed (Malik, 1990). SNMP (Simple Network Manage-
ment Protocol) standard defines management information base (MIB) containing
some useful information, but they are insufficient for FDDI network management.
For managing FDDI nodes, the frames that out of SNMP MIB standards must
be used. We have developed an FDDI Network Management System which is
compatible with FINEX NMS (FINEX is the Fibronics line of FDDI controllers).
The FX 8210 is the first product on the market that is based on FDDI technology,
using a VLSI chip set (Fibronics 1988,1989). A system of FX 8210 units imple-
ments a MAC layer learning bridge function between an IEEE 802.3/Eithernet
LAN over an FDDI backbone. The FX 8210 is part of Fibronics SYSTEM FINEX
family of FDDI based products and accessories. The FDDI NMS is used to man-
age the FX 8210 on the FDDI backbone and the ethernets which are connected
to the FX 8210.

In this paper we present an FDDI NMS we developed. This system covers
three aspects: FDDI Fault Management, FDDI Security Management, and FDDI
Event Management. The rest of this paper is organized as follows. Section II
provides literature review of FDDI NMS, including OSI architecture. Section
III deals with our implementation of our FDDI NMS; the function, the system
architecture and protocol of the three aspects are explored. Section IV presents
the conclusion. ‘

II. LITERATURE REVIEW

A. FIBER OPTIC NETWORKS

FDDI is a high performance fiber optic token ring LAN running at 100 Mbps over
distances up to 200 km with up to 1000 stations connected. It can be used in the
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same way as any of the 802 LANSs, but with its high bandwidth, another common
use is as a backbone to connect copper LANs. The FDDI cabling consists of two
fiber rings : a primary ring for normal operation, and a secondary ring for use as
a backup of the primary one, for "wrapping” the network when isolating a faulty
station, and for various recovery algorithms (Ross, 1989).

The ANSI FDDI defines SMT (Station Management) (ANSI, 1989) , which
provides the control necessary at the station level to manage the processes under-
way in the various FDDI layers such that a station may work cooperatively on a
ring. A variety of internal station configurations are possible (ANSI, 1989).

B. OSI MANAGEMENT ARCHITECTURE

OSI defines the following models in management environment (Klerer, 1988):

(A) The organizational model describes ways in which OSI Management can be
distributed administratively across management domains and management
systems within a domain.

(B) The information model provides guildelines for defining managed objects
and their respective interrelationship, classes, attributes, actions and names.
Case and Partridge (1989) diagram the Management Information Base (MIB).

(C) The functional model describes the management functional areas and their
interrelationships, such as follows:

1. Fault Management — Fault management facilities allow network
managers to detect problems in the communications network and the
OSI environment.

2. Configuration and Name Management — Configuration manage-
ment is the set of facilities which exercise control over, identify, collect
data from and provide data to OSI resources for the purpose of assisting
in providing a continuous operation of interconnection services.

3. Performance Management — Performance management facilities
provide the network manager with the ability to monitor and evalute
the performance of the system, network and layer entities.

4. Accounting Management — Accounting management is the set of
facilities which enable charges to be set for the use of resources and
costs to be identified for the use of those resources.
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5. Security Management — Security management facilities allow a net-
work manager to manage those services that provide access protection
of his communcations resources.

OSI architecture also includes OSI Management Structure and Management
Services. For more details, see ISO (1987).

C. FDDI FAULT MANAGEMENT

FDDI Fault Management facilities allow network managers to detect problems in
the FDDI network. These facilities include mechanisms for the detection, isola-
tion, and correction of abnormal operation.

Faults are to be distinguished from errors. A fault is an abnormal condition
that requires management attention (or action) to repair. A fault is usually indi-
cated by failure to operate correctly or by excessive errors. Certain errors (such
as a single bit error on a communcation'line) may occur occasionally and are not
normally considerd to be faults (Feridun, Leib and Ong, 1988). It is desirable to
automatically diagnose system malfunctions in a timely and efficient manner to
reduce the impact of the faults and the testing procedures on the performance of
the system (Sutter and Zeldin, 1988).

Two kinds of data are stored in the network model: static configuration
data and dynamic status data. Dynamic status can only be retrieved from the
devices themselves. It rarely makes sense to maintain this data in a database
as it is typically relevant only on an exception basis (Zhan, Thanawastien, and
Delcambre, 1988). Fault Management service must ensure that the problem is
truly resolved and that no new problems are introduced. This requirement is
called problem tracking and control. In the FDDI network, several station internal
configurations are defined within SMT standard, with state machines provided to
specify their operation.

D. FDDI SECURITY MANAGEMENT

FDDI Security Management facilities allow a network manager to manage those
services that provide access protection of his FDDI communcations resources. The
OSI Security Management provides support for the management of (ISO, 1987):
(1) Authorization facilities (2) Access control (3) Encryption and key management
(4) Authentication (5) The maintenance and manipulation of security logs.
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Security management is one of the most difficult areas of network manage-
ment to present, largely because those people who know the most about it are
either reluctant or unable, for security reasons, to discuss it. A secure system
can only be secure if you can trust that the protocols that manage it are not
compromised. But the only way to ensure that the management protocols are not
compromised is to make them secure (Cassel, 1989).

A system is secure if it adequately protects information that it processes.
We say ”adequately” because no practical system can achieve these goals without
qualification; security is inherently relative (Witt, 1987). A secure system is
multilevel secure if it protects information of different classifications from users
with different clearances; thus some users are not cleared for all of the information
that the system processes (Landwehr, Heitmeyer, and Mclean, 1984).

In 1977 the U.S. National Beraeu of Standards announced a Data Encryption
Standard (DES). The encryption algorithm was developed at IBM and was an
outgrowth of the Lucifer cipher designed by Feistel (Feistel, 1975; Denning, 1982).
In 1978, Rivest, Shamir, and Adleman proposed a method for realizing public key
encryption as suggested by Diffie and Hellman. The RSA algorithm makes use of
the fact that it is easy to generate two large prime numbers and multiply them,
but it is extremely difficult to factor the product.

A troublesome aspect of designing secure cryptosystems is key management.
Even if the encryption algorithm is computationally infeasible to break, the entire
system can be vulnerable if the keys are not adequately protected. Password files
can be protected with one-way ciphers using a scheme developed by Needham
(Morris and Thompson, 1979). A function f is a one-way function if, for any
argument z in the domain of f, it is easy to compute f(z), yet, for almost all y
in the range of f, it is computationally infeasible to solve the equation y = f(z)
for any suitable argument z (Gong, 1989).

In pratice, users select short and easily remembered passwords. Such pass-
words are often simple to find by exhaustive search. Sequences of letters are
systematically generated, enciphered, and then looked up in the table. In a study
of password security on Bell Labs’ UNIX, Morris and Thompson (1979) discov-
ered that about 86% of all passwords were relatively easy to compromise. Since
the TCP /IP protocols are popular, the security problems in the TCP /IP protocol
suite are important for managing internetwork, and they are described by Bellovin
(1989) and Kent (1989).
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E. FDDI EVENT MANAGEMENT

Event Management consists of a set of utilities provided to visualize and analyze
the changes and faults that occurred on a ring of FDDI stations, over a predefined
period of time. These changes generate events that are recorded in the events
database. Special filters can be applied when retriving the events, based on date,
severity, codes, and sending stations.

Most of the polls are unnecessary (because the node is running properly) and
it often takes some time to get around to polling a node after it develops a problem.
Allowing a node to report a problem directly is more effective (Rabie, 1988). OSI
defines Event Report Procedures, including confirmed and non-confirmed event-
report procedures (ISO, 1987).

III. IMPLEMENTATION OF FDDI NMS

In this section, we describe the FDDI NMS taht we developed. The FDDI
NMS is compatible with FINEX NMS (Fibronics, 1989). FINEX NMS is a pro-
prietary software running on a PC AT or PS/2, that manages an FDDI ring com-
posed of Fibronics FINEX stations. To run this system, setup the hardware and
enter ”NMS” in MS-DOS environment. The system is activated by user-invoked
keystrokes, the significance of which depends on the screen being displayed. The
various NMS facilities are reached through menus, starting from the Main Menu
downwards to submenus and application screens. Since there are many menus in
this system, we don’t describe the menus here. Only the implementation of NMS
services are presented, i.e., the user-interface design will not be discussed.

For being compatible with Fibronics station’s NMS agents, we must send
the same commands as the FINEX NMS do. So we must test what they send
and do the backward-engineering to know how they work. From this, we find
some improvements to the existing system. For lack of Fibronics support, we
cannot implement these enhancement in the FINEX stations. The FINEX NMS
implements many FDDI functions which are not defined in SNMP. For managing
the FDDI nodes well, some services that out of SNMP standard are needed. The
implementation helps us to know the details of NMS and is helpful for future NMS
design.
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A. System Architecture

The FDDI is used .as a backbone on NTU campus network. Through FDDI
backbone, we can communicate with any nodes in campus which are connected
to it. The NMS is tested and run in the campus network. Each FINEX station
contains specialized software dedicated to Network Management. It is through
these ”a’genfs” (called ”Systems Management Application Process — SMAP” in
* OSI terminology) that the NMS performs its functions. Thus, the NMS is a
distributed system, composed of a network station (the manager, NMS) and the
SMAPs (the agents, in FDDI nodes).

The NMS is connected to the FDDI nodes through RS232C serial I/O port.
Although using RS232C, the performance of this system is acceptable. Only
little data must be sent to and received from NMS agents, so the RS232C com-
munication speed between NMS and FDDI nodes would not be a problem for
current implementation. And using RS232C port can help us to control the net-
work remotely through telephone line. This may be useful for wide-area network
management.

The network can be operated without NMS. But it can help us to detect the
problem and take the necessary actions to repair the network. From: the system,
we can know the status of the network, such as station up or down, and many
information for manager to know what happens in the network. Through NMS,
he needn’t go to the physical location to find the faults, only from the NMS scrren
can let us get many status in spite of the distance.

B. Management Services

The Network Management services are classified in three categories as follows:

(A) Data Manipulation Services — Two Services provide the capabilities for ma-
nipulating management data:

1. GET which allows for retrieval of data from management information
database. The GET service is used to display parameters and status
data from any FINEX station on the FDDI ring.

2. SET which allows for the modification of data in the management in-

formation database.

The following protocols use above presentation (GET,SET) to describe the
data flow between NMS and FDDI nodes.
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(B) Event Reporting Services — FINEX stations power on self-tests and any
change on any FINEX station on the FDDI ring creat events that are re-
ported to the NMS as they occur, or on a periodic basis, through the Event
Reporting services. These event services may be activated or deactived but
do not require polling to obtain information about events. The FINEX
NMS only support non-confirmed event reporting service. Non-confirmed
event needs less time, but being less reliable, and is only suggested for nor-

mal events. This may be improved by making confirmed-event for critical
events.

(C) Direct Control Services — These services are used to request the performance
of an action, that may permanently alter the state of the system, or usually,
results in some transient behavior of the system. For example, when the
system is requested to execute a certain diagnostic test.

The control service — ACTION enables to invoke an action and does not
require confirmation. As above, the non-confirmed action may be dangerous
for some actions, such as shutdown the station. So for important action,
the confirmed action is required.

C. Frame format

For security reason, we only list some fields, and use symbolic equations to present
the FINEX NMS encipher function in security management section. Since the
FDDI product is still running now, sending the correct commands as the following
may da.ma.ge the network, such as shutdown the station which is prohibited by
user. The common fields are in Table 1.

(A) For Fault Management Frames: Some of the the fault management
frames use the SMT-like ones, since many fault management information are
defined in ANSI SMT standards. For future development and being compatible
with SMT, using SMT-like frames reserve more flexibility. For getting normal
status, see Table 2. Table 3 shows SMT-function frame format.

(B) For Security Management Frames: The FINEX NMS has three levels
of security control, each level user has one password for access control, and this
is saved as a PC file. Using one-way cipher function to encipher the password,
the hacker cannot find out the password esaily. For each FDDI node, there is one



418

EAEHRHE  B=8E—H

Table 1: Common Field Format

Name Size (byte) | Meaning
Start symbols 4 7g”, X’14’, X’56’, X’78’
Frame class 2 frame class, function type
Sequence no 2 - sequence no of request
Status 1 status of request
To 1 ?to” field of this frame
Target Address 6 48-bit MAC address
DIU 2 number of LAN interface
Password 2 password
Control 6 perform special function
Information N information sent or received
End symbol 1 ”e”
Checksum 2 adding from X’14’ to "e” equals to 0
Table 2: Fault Management Frames
Function frame class
Get PHY status X’00 33’
Get 8410 status X’00 33’
Get MAC counter | X’00 OF’
Table 3: SMT-function Frame Format
Function SMT frame class | SMT frame type
SIF request X’03’ X’02’
ECHO frame request - X04’ X’02’
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Table 4: Security Management Frames

Function . | frame class
Citynet Group Manager | X’00 5E’
FDDI user - X’00 5C’
Network Manager X’00 5A’
Field Engineer X’00 5B’

password for each level. To send commands, the local password must be same
as the FDDI node’s one. So there may be a problem when we change the local
password but not changing the FDDI node’s one. This can be improved easily by
a double checking algorithm. For being compatible with FINEX stations, we must
guess the true encipher function and set the correct values in the sending frame
to communicate with FDDI agents. Then futher enhancements can be done. By
common sense, it is difficult for anyone to find out the encipher function, and needs
many efforts. Through a planned guessing method, we find out the true encipher
function finally. The guessing process can help us to design a better encipher
function which is much difficult to guess, since a better encipher function design
must be doned with how to discover it. For setting passwords of FINEX stations
on the FDDI ring, see Table 4.

(C) For Event Management Frames : When a node detects an anomalous
condition (for example, a routing loop or a defective link), it sends an event
message to NMS. Each event may be assigned a two-part value:

1. The event code is a code that indicates the general type of problem. Event
codes have the same meaning across all nodes. For example, event code
might be ”NC”, ”NS”, ..., for different types of events.

2. The event number is an implementation-specific value that uses to further
classify the event. For example, > NC109” means ” Local starts responding.”

The FINEX NMS only support non-confirmed events, and the format of this
frame is as follows: (1) frame class = X’01 36’ (2) sequence no = X’00’ (3) status
= X’07’.
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Table 5: Meaning of variables

name | meaning ’ content

1 Length of password string | 5...20

S password string S1...8 .

CB Code Base CB5 coe CBzo

PV Positional Value PV, =§8;-'0
v Interval Value IVy...IVy

AV Adjust Value AV; ... AVy

AV1 | Adjust Value 1 AVl ...AVLgp
CAV | Code Adjust Value CAVs...CAVy
SV Shift Value X’000F’

D. FINEX NMS Encipher Function

The FINEX NMS uses a one-way cipher function for enciphering password string
to two byte code. The function is consisting of four parts which are presented
as follows. Legal characters set are: 0, 1, ..., 9, A, B, ..., Z. The lowercase
alphabet would be translated to uppercase one. The meaning of variables are
shown in Table 5.

CB (1)
]
> PVixIV; (2)
i=1,i#5
‘ 5
Y. PVi+ AVi* PV; (3)

i=1,i#5

PV5*(PV5— 1)*SV/2 ifl=5

CAV, % PVs + { AV 1s, 145 (4)

Enciphered code = (1) + (2) + (3) + (4)
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E. FDDI Fauit Management

Fault management facilities allow network managers to detect problems in the
FDDI network. It provides the procedures to: (1) Report the occurrence of faults.
(2) Log the reported errors and failures in an error log for future analysis. (3)
Schedule and execute diagnostic tests, trace faults and initiate the correction of
faults. '

During the diagnostic process, the network model is manipulated and up-
dated as more information is gathered from the network concerning a specific
problem. System level faults are assumed to occur either at a node or at a link.
Faults at a node cause it to fail-stop or are detected by the node’s built-in-test
procedures. The NMS monitor will diagnose the system faults by transmitting
a sequence of Diagnostic Messages to various nodes on the FDDI ring and by
examinig the response.

There are two types of fault management: Diagnostics facilities and Reset &
Recovery facilities. They are described as follows:

(A) Diagnostics facilities

1. Display PHY Status — This function monitors the current PHY config-
uration of the target station.

Protocols
(1‘) The NMS requests to retrieve the PHY status from the target station
by issuing a GET-PHY request.

(2) The target station retrieves the PHY status or rejects the GET-PHY
request by issuing an GET-PHY response.

2. Display FX8410 Status — The function presents the status of the two
FX8410 units adjacent to the target station, if any.

Protocols
(1) The NMS requests to retrieve the status of FX8410 from the target
station by issuing a GET-FX8410 request. .

(2) The target station retrieves the FX8410 status or rejects the GET-
FX8410 request by issuing an GET-FX8410 response.
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3. Display MAC counters — This function displays various hardware and
software counters that provide useful diagnoatics infomation.

Protocols

(1) The NMS requests to retrieve the MAC counters from the target station
by issuing a GET-MAC-CNT request.

(2) The target station retrieves the MAC counters or rejects the GET-
MAC-CNT request by issuing an GET-MAC-CNT response.

4. SIF operation request[SMT] — The Status Information Frame (SIF)
operation request is uesed by the NMS to retrived information about opera-
tion of the MAC in the target station.This request can be sent to any FDDI
station that supports the SMT standard, even if it is non-Fibronics.

Protocols
(1) The NMS requests to retrieve the SIF counters from the target station
by issuing a GET-SIF request.

(2) The target station retrieves the SIF counters or rejects the GET-SIF
request by issuing an GET-SIF response.

5. Echo Frame Request[SMT] — The Echo Frame Request is used by the
NMS to verify transmission validity. The NMS send a test frame to target
station requesting its echo. The echoed frame is then checked.

Protocols

(1) The NMS requests to echo the frame from the target station by issuing
a ECHO request.

(2) The target station echo the frame or rejects the ECHO request by
issuing an ECHO response.

(B) Reset & Recovery facilities

1. Warm Reset (no selftest) — The function results in the station initial-
ization without running the self-test.

Protocols



Chang—Sung Yu and Wu-Yao Cheng 423

(1) The NMS requests to initialize (warm reset) the target station by issuing
an ACTION-WARM-RESET request. '

(2) The target station initializes (warm reset) or rejects the request, no
response frame.

2. Cold Reset (selftest) — The function is equivalent to hardware reset of
the station, and is followed by station initialization with running the self-test
procedures.

Protocols

(1) The NMS requests to initialize (cold reset) the target station by issuing
an ACTION-COLD-RESET request. '

(2) The target station initializes (cold reset) or rejects the request, no re-
sponse frame.

F. FDDI Security Management

Security management facilities allow a network manager to manage those services
that provide access protection of his communication resource. Security Manage-
ment provides support for management of (1) Authorization facilities, and (2)
Access control. Many access controls incorporate a concept of ownership, that is,
users may dispense and revoke privileges for objects they own. The effectiveness
of access controls rests on two premises: (1) Proper user identification — no one
should be able to acquire the access rights of another. This premise is met through
authentication procedures at login. (2) Information specifying the access rights
of each user is protected from unauthorized modification. This premise is met by
controlling access to system objects as well as user objects. | ’

The security management procedures are described as follows:

(A) Change User Class — The function is used to change user’s class. The
three available user classes are: (1) User, (2) Network manager, and (3)
Field Engineer.

(B) Change User Password — The function is used to change the user’s
password. '
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(C) Set Target Password — The function is used to update the station’s
- passwords. The four available user classes are: (1) Citynet Group Manager,
(2) FDDI User, (3) Network manager, and (4) Field Engilﬁer.

Protocols

1. The NMS requests to set passwords on the target sta(:ion by issuing a
SET-PASSWORD request.

2. The target station sets the password or rejects the SET-PASSWORD
request by issuing an SET-PASSWORD response.

G. FDDI Event Management

Event Management is not a seperate aspect of OSI NMS. It is a common ser-
vice for the five aspects to use. The FINEX NMS supports more functions for
manipulating events. It provides a set of utilities used to visualize and analyze
the events which occurred on a ring of FINEX stations, over a predefined period
of time, as recorded in the event database. The NMS recorded events belong to
four categories: (1) Events resulting from processing of Event Notifications which
are sent by each FDDI station on. the ring upon its Power On, and as a result of
changes, errors, or recovery detected during operation. (2) Events resulting from
the diagnostic requests sent by the NMS to each FDDI station on the ring, at
predefined, user settable intervals. (3) Reports originating at the NMS whenever
it detects exceptional conditions. (4) Power up seft-test reports originated by the
local FDDI station during power on.
There are many functions to support event management, such as follows:

(A) Display Events — The Display Events function is used to display the whole
Event Log File, or a sub-set of events, as defined by the user through the
filter facility.

(B) Display Backup Events — The Display Backup Events function displays
a backup event file.

(C) Erase Events — The Erase Events function is used either to clear the whole
Events Log File or to erase from the Events Log File all the events dated
before a user entered date. -
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(D) Backup Events — The Backup Events function is used to backup the whole
Event Log File or sub-subsection of events through the filter facility.

(E) Print Events — The Print Events functions is used to print events.

(F) Event Option — The Event Option is used to setup background related to
the handling of the Event Log File.

The above Event Management services help us to management events, espe-
cially for large account of events.

IV. CONCLUSION

In the early 1990s, high-speed LANs based on fiber optics and FDDI stan-
dards are expected to be widely available. The LAN that installed today continues
to work and interconnects to the FDDI cables, which act as very high-speed back-
bones. Computers with very high I/O data requirements may also attach to the
FDDI LAN. In such an environment, FDDI NMS becomes critical to the success
of the network. For this reason, we developed an FDDI NMS. Within a given or-
ganization using such configuration, we can use NMS to manage the network. The
manager can get network information through NMS, and it is useful especially for
those companies which having wide-area network.

In this paper, we developed and described a FINEX NMS compatible net-
work management system. For being compatible with FINEX NMS, we can only
develop the NMS under the architecture of FINEX NMS. Many new ideas cannot
be implemented due to the lack of FX 8210 support. From the start, we had only
FINEX NMS user’s manual. After running, monitoring, matching, and guessing
the frame format had come our NMS. It is passed through many tests, and works
well for all functions that FINEX NMS supports for the three aspects. The en-
cipher function of FINEX NMS is found by us; from this, we can see that there
are still many problems of security management in FINEX NMS. It can help us
to avoid easy breaking in future encipher function design, and that is the most
important part in security management. Since there are no domestic FDDI NMS
products now, the implementation helps us to know NMS thoroughly, and gets
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the promotion of internal NMS technologies. And it makes us be able to find out
better solutions for FDDI NMS implementation and protocols design, which are
desired for domestic FDDI NMS design.

In this paper, we pointed out some means to enchance the management capa-
bilities. Others may include the building of experts that can handle internetwork
problems, including FDDI nodes. We hope that the FDDI NMS we proposed in
this paper will lead to further discussion on the design of FDDI Network Man-
agement Systems. '
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